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ABSTRACT

In this paper we present a novel method for generating dense
reconstructions by applying only structure-from-motion(SfM) on
large-scale datasets without the need for multi-view stereo as a
post-processing step. A state-of-the-art optical flow technique is
used to generate dense matches. The matches are encoded such
that verification for correctness becomes possible, and are stored
in a database on-disk. The use of this out-of-core approach trans-
fers the requirement for large memory space to disk, therefore al-
lowing for the processing of even larger-scale datasets than before.
We compare our approach with the state-of-the-art and present the
results which verify our claims.

Index Terms — 3D reconstruction, dense reconstruction, struc-
ture -from-motion (SfM), multi-view stereo (MVS), urban recon-
struction, large-scale

1. INTRODUCTION

The automatic reconstruction of large-scale urban areas has al-
ways been of great interest to the computer graphics and vision
communities. Image-based reconstructions rely on structure from
motion (SfM) to recover the camera poses using bundle adjust-
ment [1, 2, 3], followed by multi-view stereo (MVS) [4, 5] to gen-
erate a dense pointcloud. In recent years, many variants of these
techniques have been proposed which result in impressive recon-
structions.

However, dealing with remote sensor images covering large-
scale areas introduces certain challenges which very often cause
failures in SfM and/or MVS techniques. Firstly, remote sensor im-
ages cover large areas which contain thousands of geospatial fea-
tures e.g. buildings, roads, trees, cars, etc, which from an oblique
aerial or nadir direction look identical and repetitive i.e. consider
a satellite image where the roads, the roofs of the building, etc,
have the same texture and similar shapes. One of the main limi-
tations of existing state of the art feature extraction and matching
techniques is that they cannot handle repetitive textures, leading
to erroneous matches and subsequently erroneous or failed recon-
structions. Secondly, remote sensor images typically have a large
size and capture the object from all around similar to an inverted
turn-table i.e. consider the single frame in Figure 1a part of a
video captured from a helicopter circling the church building. The
symmetry occurring in man-made structures such as this one of-
ten leads to erroneous results since features from opposing sides
of the building can be easily mistakenly matched i.e. the cameras
are facing each other.

In this paper, we propose a method for single-shot dense re-
construction using only SfM. Unlike existing techniques, we rely
on the state of the art optical flow technique EpicFlow [6] to ex-
tract robust dense matches. The matches are encoded and stored
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Figure 1: (a) A frame from a video captured from a helicopter cir-
cling a church building. (b) Epic-flow of two consecutive frames.

on-disk therefore transferring the requirement for large memory
to disk which is easily met. An advantage of the encoding is the
fact that verification for correctness can be easily performed and
ambiguous matches for which the transitivity property fails are
removed. This process is explained in Section 3.1. An iterative
bundle adjustment is used which allows for the optimization of an
arbitrary number of parameters as explained in Section 3.2. Fi-
nally, Section 4 presents the experiments and comparisons with
other state of the art techniques which verify our claims.

Our technical contributions are:

• A novel method of generating dense reconstructions us-
ing only SfM while producing similar or better results with
other state of the art, in terms of accuracy and time.

• An encoding for the matches which allows the easy iden-
tification and elimination of ambiguous matches for which
the transitivity property does not hold. This ensures the
robustness of the dense matches used for SfM.

2. RELATED WORK

We present related work in terms of (a) dense matching and, (b)
3D reconstruction.

2.1. Dense Matching

Optical flow is the apparent motion between two consecutive frames
caused by the movement of the object or the camera. A number
of different robust techniques have already been proposed for re-
covering the optical flow which can be better categorized in terms
of the underlying technique they use i.e. block-matching, feature
tracking, and energy-based methods. Differential methods of es-
timating optical flow are based on computing the partial deriva-
tives of the image and the flow field, such as LucasKanade or
BuxtonBuxton [7]. The majority of current optical flow meth-
ods strongly resemble the original formulation of Horn-Schunck
[8]. They combine a data term that assumes constancy of some
image property with a spatial term that models how the flow is
expected to vary across the image. Current state-of-the-art can
be better categorized as follows: coarse-to-fine estimation to deal
with large motions [9], texture decomposition [10] or high-order
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